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Input: a document Cutput: an emotion-cause
1t ke saig, T, pairset ,
{c2: 1 am so happy ( ), 5:55 5 |
1 €3: because | have my own family now (cause), HEe3), (e et) } :
o4: | thank all the people who have helped me (=010 cause).

(a) An example of the ECPE task

(eheh) (ehed) (ched) (ehed)  [_cle2 et |

these methods either suffer from a label sparsity

(e2eb) (e2e2) (c2,¢3) (e2red) ;] problem or fail to model complicated relations
(2, €3), (2, ey, (e, c4)] between emotions and causes.
(e3reh) (e37ed) (e37e3) (e3ed) I

[( ,e3), ( ,c4)]

(cheh) (e4e2) (ehe3) (¢4, ¢4)
(b) Pairing matrix (c) Our approach

Figure 1: The green colour denotes an emotion clause,
and the red colour denotes a cause clause. Figure (a) is
an example of the ECPE task. Figure (b) is a pairing
matrix generated by pair-level end-to-end approaches.
Only (c2, ¢3) and (c4, c4) are valid pairs. Figure (c)
shows the processing results by our MM-R in each turn.
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First Turn (¢*) [ [Is it an emotion clause ; ¢j] ‘

¥ No v Yes
END [emotion clause ciJ< “meme
Second Turn (¢®) [ Is it a cause clause corresponding to ¢; ; ¢j ] ‘
w No v Yes
(ExD ] candidate pair (¢, ¢j) |

v
Third Turn (¢%) [[ Is it an emotion clause corresponding to ¢j ; ¢; ]]
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Figure 2: Left: The overall architecture of our MM-R framework. In each turn, the answer is yes if the probability
output by the classifier is greater than 0.5, otherwise it i1s no. Right: The implementation structure of the encoding
layer which includes the token-level encoder and the clause-level encoder. The token-level encoder generates
the hidden representation of each token using the BERT module. The clause-level encoder provides the hidden
representation of query and each clause using the attention mechanism and graph attention network. Finally, the
concatenate operation (CONCAT) is executed on the hidden representations of queries and clauses.



Advanced Technique of
Artificial Intelligence

@) Chongqing University ATAI

of Technology

>y

Metho

I N a i R FAY A

* Static emotion query ¢*° € Q*“: The query
“Is it an emotion clause?” is designed to ex-
tract all emotion clauses.

» Static cause query ¢°“ € Q°“: The query “Is
it a cause clause?” is designed to extract all
cause clauses.

» Static pair query ¢°” € Q°7: The query “Is
it an emotion-cause pair?” is designed to
extract all emotion-cause pairs.

 Dynamic emotion query ¢% € Q%: The
query template “Is it an emotion clause corre-
sponding to ¢; 7" is designed to extract emo-
tion clauses corresponding to clause c;.

« Dynamic cause query ¢’ € Q%: The query
template “Is it a cause clause corresponding
to ¢;7” 1s designed to extract cause clauses
corresponding to clause c;.
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I = {[OLS]awq,lawq,Qa---awq,|q|7[SEP]a

(2)
wy1,W1,2, ...,w|D|,1, ---vaDI,Iqml}?
= » hql }D Query | > [ where ¢ = ¢°¢ in the first turn, ¢ = ¢% in the
* o > (Tom Attention second turn and ¢ = ¢ in the third turn; w, ; is the
| j-th token of query ¢; w; ; is the j-th token of the
e ET= wo) > [ . 8 i-th clause in the document D);
: 3 e }mmm 0D o> [ > G 2 I
— [wim | D E >  him {;2 H :BERT(I)
: : : = - ={h’[C’LS]: h’q,la hq,?a ceey h’q,|q|: h’[SEP]: (3)
2 > > (& - hii,h h h }
= Wnl L- nl 1,1 1,25+ D|,15 -+ D],
= ;\}m‘gg,‘?maw > [Fa] 41202 TP o MDLferpl
5 :: C> > | h
v |1 _ . |Cz‘| |Czj|>(d
L . S . ) Se: = {hij}tjz, € R ‘ 4)
Token-level encoder Clause-level encoder

a; = softmaz(w? S,, +b) e Rl (5)
he, = sum(a;S.,) € RI*d (6)

He = {he heys ooy hepp }- (7)
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Hq = {hq}. (8)
= o> > hc-|1 }D Quecy . HEZ' =GAT(HC) ={h,c17h::2:-“ah!c|p|}' )
o : : . [ ]5 |
= wqm | [ > hgm Attention Finally, h, € Hg and h., € H, are concate-
o o> Pt o FE A nated to obtain o; = [hg; Iy ],
3 > S
= om o b o S - w
t o> T o () | 5 Oenc = {01,02, -, 01|} (10)
: i : : = -
o @@ o> Ji = o(who; + bs), (11)
- O e o o [ -

: h - ~
[wom | > - If §; > 0.5, the answer
L - L r g is judged to be yes, meaning that clause c; is one
Token-level encoder Clause-level encoder of the answers to query gq.
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L=
N |D| Q7|
First Turn (%) [ [Is it an emotion clause ; ¢;] ] — E Z Z[P(yi,j,klci,ja qr) logﬁ(yi,j,k ICi,j ) q;’;)],
+ No v Yes =1 j=1 k=1
(EnD [emotion clause ¢jl< -, (12)
v :

where * € {se,dc,de}; N denotes the number of

Second Turn (¢*) [ Is it a cause clause corresponding to ¢; ; ¢j ] ] L ) .
' documents in the dataset; ¢; ; is the j-th clause of

y Yo S A C the i-th document; and ¢} is the k-th query in Q*.
&b ) [candidate pair (ci, ¢j)| ' » NG query in
v
Third Turn (¢%) [[ Is it an emotion clause corresponding to ¢ ; ¢; ]] L = %€+ ,Cdc + f,de (13)
T ' - b}
________________ Rethink
[ cl,c2, c3, c4 J p(c, c™ii) = p(c)p(cciifc)

c2, cd l

(€2, c3), (c2, c4), (c4, .:4)]

p(c, ) = Ap(c®)p(c“ | ), (14)

Ais 1 when the predicted result of the third turn is yes,

Y

(2, ¢3), (4, c4) |

otherwise A is a unique value between 0 and 1.

P ={(c, ) |(c™, ) € P p(c, c“7) > 4§},
(15)
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E-C Pair Extraction

Emotion Extraction

Cause Extraction

Model
P(%) R(%) Fl1(%) P(%) R(%) Fl1(%) P(%) R(%) Fl1(%)
SL-NTS 7243 63.66 67.76 81.96 73.29 77.39 7490 66.02 70.18
TransDGC (Val) 73.74 63.07 67.99 87.16 82.44 84.74 75.62 64.71 69.74
ECPE-2D 7292 6544 68.89 86.27 92.21 89.10 73.36 69.34 71.23
PairGCN 76.92 6791 72.02 88.57 79.58 83.75 79.07 69.28 73.75
RANKCP 71.19 76.30 73.60 91.23 89.99 90.57 74.61 77.88 76.15
ECPE-MLL 77.00 7235 74.52 86.08 9191 88.86 73.82 79.12 76.30
MM-R 82.18 79.27 80.62 97.38 90.38 93.70 83.28 79.64 81.35
MM-R (Val) 7897 75.32 77.06 96.09 88.09 O].88 80.90 76.21 7845

Table 1: Performance of our models and baselines. P, R and F1 denote precision, recall and F1-measure respec-
tively. E-C denotes Emotion-Cause. TransDGC(Val) and MM-R(Val) use the second data split style, the rest of
models use the first data split style.
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BERT-softmax 89.8 790 840 802 61.8 698 746 628 682 725 602 658

Flat EE BERT-CRF 908 808 855 817 636 715 751 643 693 729 618 669
BERT-CRF-joint 89.5 798 844 80.7 630 708 76.1 635 692 742 612 67.1

Ovip. & PLMEE 8377 858 847 756 745 751 743 673 706 725 655 6838
N:stp-EE MQAEE 89.1 855 874 797 7J6.1 TI.8 70.3 683 693 682 665 673
) CasEE 894 877 886 779 785 782 728 T73.1 729 7713 T15 714
Ours OneEE 88.7 887 887 79.1 803 797 754 770 762 740 729 734

Table 2: Results for extracting all kinds of events on FewFC, where TI, TC, Al, AC denote trigger identification,
trigger classification, argument identification, and argument classification, respectively. We run our model for 5
times with different random seeds and report the median values.



Advanced Technique of
Artificial Intelligence

@ Chongging University ATAI

J of Technology

Natural QL Pseudo QL Structured QL
Q¢ Is it an emotion clause? emotion? emotion: ;cause:None
Qd": Is it a cause clause corresponding to c;? c;reause’? emotion: c;;cause: _
Qd’ﬂ Is it an emotion clause corresponding to ¢;?  ¢;;emotion? emotion: _;cause.c;
MM-R 80.62 (%F1) 80.51 (%F1) 79.72 (%F1)

Table 2: The performance of different query language designs (Natural, Pseudo and Structured QL) on ECPE task.
“QL" denotes “Query Language". Q°¢, Q% and Q“ are static emotion query, dynamic cause query and dynamic
emotion query, respectively.
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Model Extraction of. (F1 %)

Emotion Cause E-C pair

MRC-E2E  90.34 77.92 75.35
MM 93.02 77.94 78.19
MM-D 93.67 79.47 78.76
MM-R 93.70 81.35 80.62

Table 3: Performance of variants.



ATAI

Advanced Technique of
Artificial Intelligence

@ Chongging University

of Technology

)

R
O
D
_
=
D

WET (1), FEERERBEIRET (c2) , FISEHENTREEITF (¢3) , MEIEIINAIELETRE (c4) , FAIEFHEEE (c5)”,
Bt iR (c6)

Translate: "It's the New Year (c1), and the creditor looted all food of my family (c2). Other families happily celebrate the
New Year (c3), but we are too poor to buy meat (c4). This makes us very sad(c5)", said Huaijun Chen (cé6).

The first turn The second tum Rethink Threshold Valid E-C pairs | Ground-truth
(c3, c4),p(3,4) = 0.5135 (c3, c4), P(3.4) = 0.3595
(c5, c4), p(s5,4) = 0.6313 (c5, c4), p(5.4) = 0.6313

c3, ¢5 0.5 (c5, c4) (c5, c4)

Figure 3: An example in the test set. The emotion clause set {c3, ¢5} was obtained in the first turn and the
candidate emotion-cause pair set {(c3, c4), (c5, c4)} in the second turn. After using the rethink mechanism, the
valid emotion-cause pair set was identified as {(c5, c4)}.
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Emotion Cause Extraction

Viethods P(%) R(%) F1(%)
RTHN 7697 76.62  76.77
KAG 79.12 7581  77.43
RHNN 81.12 7725  79.14
2-step RANKING 80.76 78.45 79.59
MM-R 83.59 8347  83.48

Table 4: Results on the Emotion Cause Extraction task.
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